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Undergrad Post-graduate Industry
Education Academic Research ¥ Systems

Algorithms / Software Functionality (Stand-by Helm, uField Toolbox, AppCasting)
Documentation (www.moos-ivp.org/download)

Verification and Validation

Competitions (Hazard Search Competition, Hunter-Prey Competition)

Lab sequences (http://oceanai.mit.edu/2680)

Example Missions (www.moos-ivp.org/download)

Online Tutorials / Lectures (http://oceanai.mit.edu/2680)
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(Funded by Battelle)

Sensing Communications

* Effective autonomy can compensate for limits
in sensing and communications.

+ Effective communications can compensate for
limits in sensing and aufonomy.

Understanding the ocean with marine robotic
platforms.

Educational focus is on autonomous decision
making for marine robotic platforms.
Students use an extensive MIT-developed
autonomy and simulation codebase.
On-board sensor-processing, inter-vehicle
communications.
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Class focus: Autonomy, Sensing and Communications

* Effective autonomy can compensate for limits in sensing and communications.
* Effective communications can compensate for limits in sensing and autonomy.

Autonomy

Sensing Communications
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« A “smarter” vehicle means more can be done with fewer vehicles.
* A “smarter” vehicle means more can be done with a less capable (cheaper) vehicle.

Bottom line is system effectiveness
for a given cost. # of vehicles

System
Effectiveness

Autonomy

Per/vehicle
Cost

Sensing Communications
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Autonomous Front Detection

Objective: Detect and characterize a moving temperature gradient

Output: Parameters of the gradient: amplitude, period, angle, wavelength, offset, alpha, beta,
temperature-north, temperature-south.

Given: A simulated CTD sensor and simulated annealer for parameter estimation.

Assignment: Build one or more vehicle behaviors for maneuvering the vehicle to collect CTD measurements.

offset = -90 alpha = 400 offset = -90 alpha = 400
angle =5 beta = 20 angle = -25 beta = 20
amplitude = 20 temp north = 20 amplitude = 7 temp north = 20
period = 200 temp south = 25 period = 75 temp south = 25

wavelength = 200 wavelength = 100



H . I MITVIECHE
IIIII Autonomous Front Detection tﬁ%”‘
Student Competion

Team Entry:
Rob Truax,

Isaac Evans * Detection using three coordinated behaviors

« Combined using multi-objective optimization

Behavior #1: BHV_GoSideways

- Desired heading along decision line, whichever
direction is closer.

Behavior #2: BHV_WaveFollow

- Constant desired speed

- Heading toward hot or cold with small offset

- Bang-bang setpoint controller to crisscross
wavefront.

Behavior #3: BHV_RubberBand
- Holds vehicle inside the operation area
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Student Competition

Team Entry:

Rob Truax, . _ . .
Isaac Evans * Detection using three coordinated behaviors

« Combined using multi-objective optimization

Behavior #1: BHV_GoSideways

- Desired heading along decision line, whichever
direction is closer.

Behavior #2: BHV_WaveFollow

- Constant desired speed

- Heading toward hot or cold with small offset

- Bang-bang setpoint controller to crisscross
wavefront.

Behavior #3: BHV_RubberBand
- Holds vehicle inside the operation area
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At the MIT Sailing Pavilion

On-campus, nearly year-round facility

* Used by MIT 2.680 students, and graduate research for several faculty
* Yearly fees support by MIT Mechanical Engineering and Battelle

* Lab Equipment and vehicles funded by Battelle
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At the MIT Sailing Pavilion

On-campus, nearly year-round facility

* Used by MIT 2.680 students, and graduate research for several faculty
* Yearly fees support by MIT Mechanical Engineering and Battelle

* Lab Equipment and vehicles funded by Battelle
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* Objectives and Motivations
* The Marine Autonomy Courseware
Lectures, Labs, Documentation at http://oceanai.mit.edu/2680
) - The uField Toolbox
* AppCasting
* Changes / Additions to the Helm
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i The Shoreside/Vehicle Topology ~ © ..

“Shoreside” could be:

Topside on a ship

At a shoreside lab
MIT Pavilion

...............................................................

Instructor’s Shoreside
computer ~ (Command and Control)

Shoreside

Vehicles

............................................

| Vehicle | | Vehicle = = Vehicle = Vehicle = | Vehicle | Vehicle
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Machines / Vehicles

We've seen in our labs that MOOS apps do not necessarily have to be on the
same physical machine running the MOOSDB.

ServerHost = 12.34.56.78 ! ServerHost = 12.34.56.78
Machine #1 | ServerPort = 9000 | Machine #2 ServerPort = 9000

[ MOOS Application ]

[ MOOS Application

[ MOOS Application J

[ MOOS Application ] [ MOOS Application J




N . . . I] MITMECHE
i Communications Between tﬁ%f
Machines / Vehicles

How do we get two MOOSDBS (communities) to talk to each other?

ServerHost = 12.34.56.78

ServerHost = 12.34.56.78 ;
. Machine 2 -
Machine #1 ServerPort = 9000 ServerPort = 9000

MOOS Application

MOOS Application

IvP Helm

MOOS Application

MOOS Application IvP Helm

FOOBAR=123

MOOS Application MOOS Application

MOOS Application

MOOS Application

FOOBAR=123

[ MOOS Application |

When the two machines are on the same network, we can use pShare.



Inter MOOSDB Communications

with pShare

L0
CSAIL

We use pShare for communications between two MOOS communities on the

same network.

MOOS Application

MOOS Application

IvP Helm

MOOS Application

MOOS Application

IvP Helm

The pShare app is launched on both machines as part of their respective

communities.
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pShare Configuration

We use pShare for communications between two MOOS communities on the
same network.

e

The port *we* are listening on

input

output
}

ProcessConfig = pShare /
{

= route=localhost:9201

4

= src_name=VIEW POLYGON, route=localhost:9202, dest name=POLYGON

Name on target machine

N\

4 AN

IP address of
target machine

Name of variable locally

Port on which pShare is
listening in the target
community.
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(Overview)

The uField Toolbox is:

* A collection of about a dozen MOOS applications, each a Utility for Fielding
multiple vehicles with a shoreside/topside command-and-control MOOS Community.

User(s)

{ Shoreside
| (Command and Control)

AN
/ \ \ VVehicl‘es

| Vehicle | Vehicle | | Vehicle | Vehicle = Vehicle & Vehicle |

* All applications are documented in the MOOS-IVP Tools document, online.
http://oceanai.mit.edu/moos-ivp-pdf/moosivp-tools.pdf

The uField Toolbox is comprised of three general capabilities:

1. Facilitation of Inter MOOSDB Share configuration
2. Simulation of Infer-Vehicle Messaging
3. Sensor Simulation
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Mii The uField Toolbox

(Overview)

All applications are documented in the MOOS-IVP Tools document, online.
http://oceanai.mit.edu/moos-ivp-pdf/moosivp-tools.pdf

MOOS-IvP Autonomy Tools Users Manual
Release 13.2

uSimMarine  pNodeReporter pMarineViewer uTimerScript = uHelmScope  pBasicContactMgr  uPokeDB

. .W.m. H B (uField Toolbox Apps)

uProcessWatch pEchoVar uSimCurrent uTermCommand  UMACView

alogscan aloggrep aloghelm alogrm alogclip alogview

uFld uFld Fld uFld uFld uFld uFld
NodeBroker PathCheck ShoreBroker ~ NodeComms  MessageHandler HazardSensor Scope

uFld Fl uFld

uFld
NodeComms  MessageHandler HazardSensor

uFld

uFldContact uFldBeacon
RangeSensor  RangeSensor

uFldContact uFldBeacon
RangeSensor  RangeSensor

e ettty |

Michael R. Benjamin
Department Mechanical Engineering
Computer Science and Artificial Intelligence Laboratory
Massachusetts Institute of Technology, Cambridge MA

February 14, 2013 - Release 13.2

Abstract

This document describes several MOOS-IvP tools. uHelmScope provides a run-
time scoping window into the state of an active IvP Helm executing its mission. pMarine Viewer
is a geo-based GUI tool for rendering marine vehicles and geometric data in their operational
area. uXMS is a terminal based tool for scoping on a MOOSDB process. uTermCommand is a
terminal based tool for poking a MOOSDB with a set of MOOS file pre-defined variable-value
pairs selectable with aliases from the command-line. pEcho Var provides a way of echoing a post
to one MOOS variable with a new post having the same value to a different variable. uPro-
cess Watch monitors the presence or absence of a set of MOOS processes and summarizes the
collective status in a single MOOS variable. uPokeDB provides a way of poking the MOOSDB
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(Overview)

The uField Toolbox is comprised of three general capabilities:
1. Facilitation of Inter MOOSDB Share configuration

* pHostInfo
* uFldNodeBroker
* uFldShoreBroker

2. Simulation of Infer-Vehicle Messaging

* uFldNodeComms
* uFldMessageHandler

3. Sensor Simulation

* uFldHazardSensor

* uFldHazardMgr

* uFldHazardMetric

* uFldContactRangeSensor
* uFldBeaconRangeSensor



The uField Toolbox

Inter-MOOSDB sharing needs o be configured:

P S

N R .‘ 7.1{

[ pMarineViewer K

MOOSDB

[ Other Apps ]

Shoreside

ol
;‘ m fTm%_— weln owmpr__| Teefor | _mewm | oeor
e e o s o — R

e o =

User

MOOSDB pHelmIvP

‘ pNodeReporter ’

pNodeReporter ’
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We want this to be as automatic as possible.

Werefir | Amfmo | imfomm __ ssfo | Owmfpo__| el
Vg YeEE | o we[r kewps | wanl
Ve [T T Vake [

NODE_BROKER_PING
Shoreside NODE_BROKER_ACK
Vehicles

uFldNodeBroker ]— MOOSDB pHelmIvP [ uFldNodeBroker ]—

55 _mewan | oeov
— re

o
9]
>
o
=3
®©

pHostInfo

‘ pNodeReporter ’ pNodeReporter ’




The uField Toolbox

We want this to be as automatic as possible.

pHostInfo

A MOOS app for automatically
determining the local machines IP
address, and publishing it to the
MOOSDB

pMarineVi

ewer <

MOOSDB N

uFldShoreBroker

Other Apps

pHostInfo / \

pShare

Shoreside

NODE_BROKER_PING
NODE_BROKER_ACK

uFldNodeBroker H MOOSDB H pHelmIvP I

$@% ;II‘I MITMECHE
CSAIL

pHostInfo pNodeReporter
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We want this to be as automatic as possible.

pMarineViewer <

MOOSDB N

| oHostInfo / \ uFldShoreBroker

uFldNodeBroker

Other Apps pShare

A MOOS app for
° i 1 NODE_BROKER_PING
ﬁndmg a shore Slde’ Shoreside NODE_BROKER_ACK

 determining its IP address and Vehicles . L L
pShare input route, NS

* Auto-configuring its own local B
pShare outgoing route

uFldNodeBroker H MOOSDB H pHelmIvP I . MOOSDB
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We want this to be as automatic as possible.

pMarineViewer <

MOOSDB N

| pHostInfo / \ uFldShoreBroker

Other Apps pShare
NODE_BROKER_PING
Shoreside NODE_BROKER_ACK
Vehicles

=

WFldShoreBroker R e .

A MOOS app for

* Listening for incoming nodes “F‘dN“’eB”"”H MOOSDB H pHelmive | MOOSDB

* Notifying the nodes of the f i i i
shoreside IP address and pShare |

input route,
* Auto-configuring its own local
pShare outgoing route




The uField Toolbox

We want this to be as automatic as possible.

pHostInfo

A MOOS app for automatically
determining the local machines IP
address, and publishing it to the
MOOSDB

pMarineVi

ewer <

MOOSDB N

uFldShoreBroker

Other Apps

pHostInfo / \

pShare

Shoreside

NODE_BROKER_PING
NODE_BROKER_ACK

uFldNodeBroker H MOOSDB H pHelmIvP I

$@% ;II‘I MITMECHE
CSAIL

pHostInfo pNodeReporter




Purpose: Determine the IP address of the machine.
Publish the result in PHI HOST IP

The pHostInfo Utility 1?@%;"

{ pMarineViewer K

MOOSDB
Other Apps

Shoreside e e Tt oo
Vehicles
5 | -

- g !
\%@%—{ pHelmIvP ] OtherApps MOOSDB |

l pNodeRepor'I'er [ pHostnFo ] [ pNodeReporfer] I pHostInfo I

PHI HOST IP = 118.10.24.23
PHI HOST IP ALL = 118.10.24.23,169.224.126.40
PHI HOST IP VERBOSE = OSX ETHERNET2=118.10.24.23,0SX AIRPOT=169.224.126.40
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uFieldNodeBroker

pMarineViewer <

MOOSDB N

| oHostInfo / \ uFldShoreBroker

User
Other Apps pShare
NODE BROKER PING
uFldNodeBroker Shoreside 4. NODE_BROKER_ACK
Vehicles

A Mmoos app for NS
* finding a shore side, -
« determining its IP address and =

pShare input route, uldNodesroker | —{ MOOSDB |—| pHelmive | MOOSDB |—]{ pHelm1vp |
* Auto-configuring its own local |

pShare outgoing route
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uFieldNodeBroker

pMarineViewer <

MOOSDB |\

User

1 Other Apps pShare
uFldNodeBroker Shoreside 4P e mormacc 40 B

Vehicles

A moos app for NSNS \‘
* finding a shore side, — = ,
« determining its IP address and = :

pShare input route, uFldNodeBroker H MOOSDB H pHelm1vP | |
* Auto-configuring its own local
pShare oufgoing route

uFldNodeBroker
pHostInfo

Gets local host IP information from pHostInfo.

* Pings a candidate shoreside community with information about itself
NODE_BROKER_PING = community=henry,hostip=192.168.1.1,port db=9000,
pshare iroutes=192.168.1.1:9200,timewarp=8

* Receives reply from shoreside with information about the shoreside community.

NODE_BROKER ACK = community=shoreside,hostip=192.168.1.199,port db=9000,
pshare iroutes=192.168.1.199:9300,timewarp=8,status=ok

Augments the local pShare configuration
PSHARE CMD = src_name=NODE_ REPORT LOCAL, dest name=NODE_ REPORT, route=192.68.1.199:9300
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uFldShoreBroker

pMarineViewer <

Runs in the shomside\’

community MOOSDB

| pHostInfo }// \\ uFldShoreBroker
Other Apps pShare

uFldShoreBroker

NODE_BROKER_PING

Shoreside NODE_BROKER_ACK
A MOOS app for Vehicles T | R
* Listening for incoming nodes N,
* Notifying the nodes of the = =
shoreside IP address and pShare =

input route, uFldNodeBroker H MOOSDB H pHelmIvP | i
* Auto-configuring its own local
pShare outgoing route

uFldNodeBroker
pHostInfo
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uFldShoreBroker

pMarineViewer <

Runs in the shoreside\’

community MOOSDB \
1 Other Apps pShare
uFldShoreBroker
NODE_BROKER_PING
Shoreside .. e |- NOPE_BROKER_ACK
A MOOS app for Vehicles

PSHARE CMD =

Listening for incoming nodes
Notifying the nodes of the -
shoreside IP address and pShare

input route, uFldNodeBroker H MOOSDB H pHelmIvP |

Auto-configuring its own local

pShare outgoing route

Gets local host IP information from pHostInfo.
Receives a ping from a candidate shoreside community with information about a vehicle.

NODE BROKER PING = community=henry,hostip=192.168.1.1,port db=9000,
pshare iroutes=192.168.1.1:9200,timewarp=8

uFldNodeBroker
pHostInfo

Sends reply from shoreside to vehicle with information about the shoreside community.

NODE_BROKER_ACK = community=shoreside,hostip=192.168.1.199,port db=9000,
pshare iroutes=192.168.1.199:9300,timewarp=8,status=ok

Augments the local pShare configuration
src_name=NODE_REPORT LOCAL, dest name=NODE_ REPORT, route=192.68.1.199:9300
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(Overview)

The uField Toolbox is comprised of four general capabilities:
1. Facilitation of Inter MOOSDB Share configuration

* pHostInfo
* uFldNodeBroker
* uFldShoreBroker

2. Simulation of Infer-Vehicle Messaging

* uFldNodeComms
* uFldMessageHandler

3. Sensor Simulation

* uFldHazardSensor

* uFldHazardMgr

* uFldHazardMetric

* uFldContactRangeSensor
* uFldBeaconRangeSensor
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Inter-vehicle messaging

Vehicle alpha (source vehicle)

NODE MESSAGE LOCAL =
“src _node=alpha,dest node=bravo,
var name=STATUS,string var=searching”

(Some MOOS App)
Publishes:

. . NODE MESSAGE =
Vehicle bravo (dest vehicle) “src_node=alpha,dest node=bravo,
var name=STATUS,string var=searching”

uFldMessageHandler
Subscribes/Handles:
Publishes:

STATUS = “searching”
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Typical Topology

The uFldMessageHandler app is running on all vehicles wishing fo receive messages.

pMarineViewer

MOOSDB N
pHostInfo 7 \ uFldNodeComms
Other Apps pShare
Shoreside
Vehicles
‘ﬁ: .
—
uFldMessageHandler [— MOOSDB — pHelmIvP | | uFldMessageHandier |—{ MOOSDB — pHelmIvP

. U P

Other Apps pNodeReporter | | Other Apps pNodeReporter




i Message Routing

Message routing is handled on the shoreside

Shoreside
/ \
/ \
/ \.
NODE_MESSAGE NODE_MESSAGE_HENRY
Shoreside N \
/ \‘
Field v N
NODE_MESSAGE_LOCAL NODE_MESSAGE
II \\
/ \
/ \
) \ |
Vehicle Vehicle

t@% IIIM EEEEEEE
CSAIL

ProcessConfig = uFieldShoreBroker

{
;

QBRIDGE = NODE_MESSAGE

ProcessConfig = uFieldNodeBroker

{

BRIDGE = src=NODE_MESSAGE_LOCAL
alias=NODE_MESSAGE
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Message routing is handled on the shoreside
But its not the case that all messages make it through
They are handled by uFldNodeComms.

ProcessConfig = uFieldShoreBroker

Shoreside {
QBRIDGE = NODE_MESSAGE
}
/I \‘
/ \.
NODE_MESSAGE NODE_MESSAGE_HENRY
Shoreside ; \
/ \
Field . N
NODE_MESSAGE_LOCAL NODE_MESSAGE
/ \
/'l ‘\\ ProcessConfig = uFieldNodeBroker
) y {

BRIDGE = src=NODE_MESSAGE_LOCAL
alias=NODE_MESSAGE

Vehicle Vehicle 1




The uFldNodeComms app runs on the shoreside, limits intervehicle messaging.

The uFIdNodeComms App

Typical Topology

pMarineViewer <

MOOSDB \
uFldNodeComms
Other Apps \
pShare
NODE_REPORT
Shoreside =~ ...~
Vehicles
.::' . }Share
OtherApps MOOSDB pHelmIvP
pNodeReporter

pShare

N

OtherApps MOOSDB

pNodeReporter

pHelmIvP




The uFIdNodeComms App
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Typical Application Topology

The uFldNodeComms configuration parameters:

{

}

COMMS_RANGE
MIN MSG_INTERVAL
MAX MSG_LENGTH

200

ProcessConfig = uFieldNodeComms

60 «— |

100

- Distance in meters between vehicles

| Min time between messages from a vehicle

‘\\\\\\\\

" Max chars in a string message
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(Sensor Simulation)

The uField Toolbox is comprised of four general capabilities:
1. Facilitation of Inter MOOSDB Share configuration

* pHostInfo
* uFldNodeBroker
* uFldShoreBroker

2. Simulation of Inter-Vehicle Messaging

* uFldNodeComms
* uFldMessageHandler

3. Sensor Simulation

* uFldHazardSensor

* uFldHazardMgr

* uFldHazardMetric
 uFldContactRangeSensor
 uFldBeaconRangeSensor
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(Sensor Simulation)

The uField Toolbox is comprised of four general capabilities:
1. Facilitation of Inter MOOSDB Share configuration

* pHostInfo
* uFldNodeBroker
e uFldShoreBroker

2. Simulation of Inter-Vehicle Messaging

* uFldNodeComms
* uFldMessageHandler

3. Sensor Simulation

»- uFldHazardSensor
uFldHazardMgr

* uFldHazardMetric

* uFldContactRangeSensor
 uFldBeaconRangeSensor
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(Sensor Simulation)

The uField Toolbox is comprised of four general capabilities:
1. Facilitation of Inter MOOSDB Share configuration
* pHostInfo

* uFldNodeBroker
e uFldShoreBroker

2. Simulation of Inter-Vehicle Messaging

* uFldNodeComms / M

* uFldMessageHandler

- -
P

3. Sensor Simulation

* uFldHazardSensor
* uFldHazardMgr
* uFldHazardMetric

» * uFldContactRangeSensor

uFldBeaconRangeSensor
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(Sensor Simulation)

The uField Toolbox is comprised of four general capabilities:
1. Facilitation of Inter MOOSDB Share configuration

* pHostInfo
* uFldNodeBroker
e uFldShoreBroker

2. Simulation of Inter-Vehicle Messaging

* uFldNodeComms
* uFldMessageHandler

3. Sensor Simulation

* uFldHazardSensor
* uFldHazardMgr
* uFldHazardMetric

* uFldContactRangeSensor
»  uFldBeaconRangeSensor
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* Objectives and Motivations

* The Marine Autonomy Courseware
* The uField Toolbox

* AppCasting

* Changes / Additions to the Helm
* Ongoing / Future Efforts
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AppCasting

in MOOS
AppCasting was motivated by a few observations:

* The biggest headache of users new to MOOS (students in MIT 2.680) was the
derailment of a mission due to an unnoticed configuration or runtime error.

* Debugging typically involves re-launching with app terminal windows open and
analyzing expected vs. observed output.

* Deploying multiple vehicles each with multiple MOOS Apps means a lot of
terminal windows are open.

* On a remotely deployed vehicle, one cannot ssh in and see any application
terminal output at all!

* Since terminal output is rarely viewable for the above practical reasons, apps
are rarely designed with much thought put into their terminal output.

... Introducing AppCasting in MOOS
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I"ir ithout AppCasting

CSAIL
® Grab File Edit Capture Window Help G g O 3 W = ¢) & a0n E Thu9
X/ MOOSDB as MOOSName "MOOSDB" pMarineViewer (MIT Version 13.1)
- [YPHELH_CREATE_CPU" 0 File BackView GeoAttr Vehicles AppCasting MOOS-Scope Mouse-Context Action

AT W L

R

X| pLogger as MOOSName "pLogger"

Added wildcard logging of IVPHELM_CRERTE_CPU
Added wildcard logging of IYPHELM_IPF_CNT
Added wildcard logging of IYPHELM_ITER
Added wildcard logging of IYPHELM_LOOP_CPU
Added wildcard logging of IYPHELM_STATEVARS
Added wildcard loaaina of NAY SPEED ALT
X| uSimMarine as MOOSName "uSimMarine'

Positive Thrust Map: 20,1, 40,2, 60,3, 80,4, 100,5
Negative Thrust Map: n/a
Max Accereration:
Hax Decereration: 0.5

=3

Depth Information:
X/ pMarinePID as MOOSName "pMarinePID"

PID REPORT: (1281)(19,5262/sec)

PID_COURSE:  (Mant}:180,00000 (Curr):179,96435 (Diff):-0,03505 RUDDER:-0,00658
PID_SPEED: (Want):2,00000 (Curr):2,00000 (Diff)}:0,00000 (Fctr):20,00000 THRUST:
40, 00000

X/ pHelmIvP as MOOSName "pHelmivP"

VIEW_POINT waypt_survey 65,13 250 x=60,4y=-113,44, active=true,,.ex_color=r
ed, vertex_size=4

VIEW_SEGLIST waypt_survey 2,52 1 pts={60,-40:60,-160:150,-16, , ,vertex_si
ze=4,edge_size=1

WPT_INDEX waypt_survey 36,22 135 0

WPT STAT waupt surveu B5.13 250  wname=alpha.behavior-name=u../1.cucles=

X/ pMarineViewer as MOOSName "pMarineViewer"
pMarineYiewer aleha 0/0(253)

X/ uProcessWatch as MOOSName "uProcessWatch”
Host Recent Events (8):
[0,00]: Moted to be present: [pLogger]
[0,00]: Moted to be present: [uSimMarine]
[0.001: Noted to be present: [pMarinePID]

X pNodeReporter as MOOSName "pNodeReporter”

ALT_NAY_NAME: _GT
ALT_NAY_POSTINGS: O
Node Report Summary:
Reports Posted: 129
X/ uFldScope as MOOSName "uFldScope” VName: [alpha X(m):[60.1 Lat: [43.824485 Spd: [2.0 Dep(m):[0.0 Time: [64.8 RETURN:F |  DEPLOY |
VType: |kayak Y(m):|-91.5 Lon:|-70.329635 Hdg:|180.0 Age(s): [0.03 Warp: [1 RETURN:T
Variable: [RETURN Tm: [2.00 Value: [faise
X| pEchoVar as MOOSName “"pEchoVar"
NAY_SPEED --> NAV_SPEED_ALT 256 256
Flips: (1)
Src Dest 01d New

Key Hits Source Dest. Sep Sep Filter Field Field

1 128 NODE_REPORT_LOCAL FOOBAR # typetkayak X Xpos
1 128 NODE_REPORT_LOCAL FOOBAR # typeskayak Y ypos
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pMarineViewer (MIT Version 13.1)

File BackView GeoAttr Vehicles AppCasting MOOS-Scope Mouse-Context Action
AC CW RW

uSimMarine 19
pHelmIvP 50
pMarineViewer
uProcessWatch
pNodeReporter
uFldScope
pEchoVar

pHelmIvP alpha 0/0(179)

Helm Iteration: 122
IvP Functions: 1 s
Mode (s) : “~alpha (DRIVE]

SolveTime: 0.00 (max=0.00) e i
CreateTime: 0.01 (max=0.01) 3
LoopTime: 0.01 (max=0.01)

Halted: false (0 warnings)

Helm Decision: [speed,0,4,21] [course,0,359,360]
speed = 2
course = 113

Behaviors Active:
waypt_survey [30.41] (pwt=100) (pcs=6) (cpu=0.14) (upd=0/0)

Behaviors Running: - )

Behaviors Idle:
waypt_return[always]

Behaviors Completed: ======-= (0)

Variable Behavior Time Iter Value

BHV_STATUS waypt_return 14.59 1 name=waypt_return, pc=RETURN..rue, stat|
CYCLE_INDEX waypt_survey 14.59 1

VIEW_POINT waypt_survey 14.59 1 x=60, y=-40, active=false, lab. .ex_color]
VIEW_SEGLIST waypt_survey 14.59 1 pts={60,-40:60,-160:150,-16..,vertex_|
WPT_INDEX waypt_survey 14.59 1 0

1

WPT_STAT waypt_survey 45.00 vname=alpha, behavior-name=w..0/0,cycl

Most Recent Events (1):

[14.59] : var=MOOS_MANUAL_ OVERIDE:matter=true, skew=0.22

e a
VName:[alpha | X(m)y[502 | Lat: [43.824985 spd:[20 | Depmy:[0.0 | Time:[447 | RETURN:F DEPLOY
Viype:[kayak | Y(m):[358 | Lon:[-70.329768 | Hdg:[1133 | Age(s):[0.02 | Wap:[T | RETURN:T
Variable: [RETURN Tmifie0s | vawe: e
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* A typical MOOS application interacts by way of mail and the MOOSDB.

MOOS Application

* Incoming Mail p
 Outgoing Mail mail

MOOSDB

A 4

- Status Report

Standard Output

v
Terminal

* Most applications also produce debugging/status info to the terminal.
* Often this format is an afterthought.
+ Often this content is out of sight, if a terminal is not open.

$@g}c/b IIIM EEEEEEE
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Typical Terminal Output BT

Typical terminal output of a MOOSApp will show:
e Startup summary and health status,
* A simple heart beat character or other simple health indicator.

Terminal — pLogger — 87x22 — 34

plLogger
KRR A A A A A A A A A A A A A Ak r ok ke e ok ok ok ok ok e o
* *
* This is MOOS Client *
* c. P Newman 2001 *
* L]

% 3 3 3 3 9 3k ok 3k ok ok 3 9 o o ok ok ok ok 3k 3 i o ok ok ok ok 3k 9k 9 o o ok ok ok ok 3k o o o ok ok ok ok ok e ke ke ok ok

pLogger MOOS CONNECT

contacting a MOOS server localhost:9000 - try 00001
Contact Made

Handshaking as "pLogger"

Handshaking Complete

Invoking User OnConnect() callback...ok

Warning:
neither "::GlobalLogPath" or "Path" are specified
Will Log to ./
pLogger is Running:
AppTick @ 4.0 Hz
CommsTick € 4 Hz




I"hir Introducing AppCasting

MOOS Application

Standard Output

A\ 4

Terminal

An AppCast-Enabled MOOS App:

* Generates an AppCast representing its status report.
* The AppCast is sent to the terminal standard output.

Status Report
¥
AppCast >
PP AppCast
(serialized)

MOOSDB

(From the users perspective it looks like any other MOOS application.)

* The AppCast is also serialized and sent tfo the MOOSDB.

tﬁ% IIIM EEEEEEE
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List of
Strings

List of
Events
(Limited)

An Example AppCast

From the uProcessWatch MOOSApp

uProcessWatch henry (160)

Summary: All Present

Antler List: pBasicContactMgr,pHelmIvP,pHostInfo,plogger,pMarinePID
pNodeReporter, pShare, uFldMessageHandler, uFldNodeBroker
uSimMarine, uXMsS

ProcName Watch Reason Status

pBasicContactMgr
pHelmIvP
pHostInfo
plLogger
pMarinePID
pNodeReporter

pShare

uFldMessageHandler

uFldNodeBroker

uSimMarine ANT WATCH DB

Most Recent Events (8):

[4.01]: Resurrected: [uFldMessageHandler]

[2.01]: PROC_WATCH_EVENT: Process [uFldMessageHandler] is missing.
[0.00]: Noted to be present: [pShare]

[0.00]: Noted to be present: [pLogger]

[0.00]: Noted to be present: [pBasicContactMgr]

[0.00]: Noted to be present: [pHostInfo]

[0.00]: Noted to be present: [uFldNodeBroker]

[0.00]: Noted to be present: [uFldMessageHandler]

$@§% L.[ﬂ miTmECHE

Application
Iteration
Counter



AppCast Viewing

t@g}gﬁ IIIM EEEEEEE
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* A separate MOOS utility application may be run to view AppCasts from any AppCast-enabled

application.

MOQOS Application

Status Report
¥

MOOSDB

AppCast

Standard Output

A\ 4

Terminal

AppCast

A4

ﬂk

v

MOOQOS Application

AppCast Viewer

* Now a user can see application output even if an app initially was sending terminal output

to /dev/null.



AppCast Viewing B

MOOS App

MOOS App

MOOSDB

X

MOOS App

MOOS App

\ 4

MOOS Application

AppCast Viewer

* The AppCast viewer may “connect” to multiple applications.

* The AppCast viewer can switch between “channels”.

* The AppCast viewer brings Config and RunTime alerts to the users attention even when not
monitoring that channel.



AppCast Viewing

MOOSDB

MOOSDB

t@% III MITMECHE
CSAIL

Field

Shoreside

MOOSDB

MOOSDB

MOOS App

AppCast

A

A\

MOQOS Application

AppCast Viewer

* The AppCast viewer may connect to multiple vehicles, diving down to the vehicle and

application it selects.
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i AppCast Viewing

MOOQOS Application

AppCast Viewer . MoosDB

MOOSDB

AppCast AppCast

AppCast || AppCast
Pp! ppCas MOOSDB MOOSDB

MOOS App MOOS App

MOOS App ‘ MOOS App |

A

-
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ir AppCast Viewers

What does an AppCast Viewer do?

 Sends AppCast requests to clients.

* Renders received AppCasts.

* Allows the user to select/switch between different MOOSApps and vehicles

Currently there are three AppCast Viewer applications:

(1) uUMAC (2) UMACView (3) pMarineViewer

= T T T - — [ pMarineViewer (MIT Version 12.10) ]
B — — 72335 — K = =
SIna i LS File BackView GeoAltr Vehicles AppCasting MOOS-Scope Action
pAntler uMAC J Node ac oW R |ape ac  cw Rw ")
]

shoreside uFldMessageHandler
UMAC_9842: Nodes (7) (5) EEEE rnie uSimMarine

david pHelmIve
uProcesswatch (6627) archie pNodeReporter

charlie uProcessWatch
Summary: All Present betty pBasicContactMgr

prey uFldNodeBroker
Antler List: pBasicContactlMgr,pHelmIVP,pHostInfo,pLogger,pHarinePID pHostInfo

pShare, uFl ler,uFl
usimMarine
ProcName Watch Reason Status
Current Script Infornatio
Flenenta: 30(16)
pBasicContactMgr ANT DB - 2
PHelnTve o e s uProcessWatch david
HostInfo ANT DB =
s or ete Summary: All Present
P“”L"en"t Ly ::ﬁz g Antler List: pBasicContactMgr,pHelmIVP,pHostInfo,pLogger,pMarinePID
SSM““: porien ANT o pNodeReporter, pShare, uFldMessageHandler, uFldNodeBroker
uSimMarine

UFldMessageHandler  ANT D
u;i:ﬂtuodi:mker ANT — g Watch Reason Status
usimMarine ANT -

pBasicContactMgr
Most Recent Events (8): pHelmIve
[3.02]: Resurrected: [pHostInfo] pHostInfo
[3.02]: Resurrected: [uFldNodeBroker] Eizocal
{3.02]: : [uFl ler] Seorsi doas
[1.01]: Resurrected: [pBasicContactMgr] pNodeReporter 3601184 40014
[1.01]: Resurrected: [pShare] pShare AN Jooi73 700120
[0.01]: PROC_WATCH_EVENT: Process [pBasicContactMgr] is missing. uFldMessageHandler DB 3901.79 700,
[0.01]: PROC_WATCH_EVENT: Process [pShare] is missing. uFldNodeBroker B ooty
ﬁ .01]: PROC_WATCH_EVENT: Process [pHostInfo] is missing. p3inMarine) (RATCHRDE)

Most Recent Events (8.

N Resurrected: [pHostInfo)
Te rl N | n a Resurrected: [uFldNodeBroker]
Resurrecte: [uFldMessageHandler]
Resurrected: [pShare]

’. .
OOd For ssh in In-i-o a : PROC_WATCH_EVENT: Process [pShare] is missing.
g g PROC_WATCH_EVENT: Process [pHostInfo] is missing.
PROC_WATCH_EVENT: Process [uFldNodeBroker] is missing.

remo-i-e Veh i C le) : PROC_WATCH_EVENT: Process [uFldMessageHandler] is missing.

(xe)
: t (Re)Intt. 1
Scrlpt (Re)Init. Warpe1,

AL
WNemeface | Xmy[58 | Lat[ezasrset spi[iz | Depm:00 |  Tme:39998 | PERMUTE-NOW|L
VType: [kayak Y(m):[-93.9 Lon:|-71.087109 ] Hdg:[163.3 Age(s): [1.80 Warp: [¢ RETURN

Variable:[CONTACT_INFO | Tm: [ Value:

GUI (fltk)

GUI (fltk)
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" AppCast Viewing $@Eﬁﬁul
with the uUMACView Tool

| Select the Select the
Shoreside Vehicle/Node MOOSApp

\ \

uMACView

Field

MOOSDB

MOOSDB

------- :ﬂ MOOSDB

T T T TrrTrrrrrrrrYrYr—Yr—“ /U 47/ Y / 4 U ™ m/m

MOOSDB . E E
MOOS App E E
View the o

AppCast

* UMACView is a stand-alone, GUI-Based Viewer
* Launch from the command-line or w/ pAntler.
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with uMAC

Shoreside : Terminal — uUMAC — 72x35 — %2 7
pAntler uMAC [—
B
MOOSDB
UMAC_9842: Nodes (7) (5) EEE
uProcessWatch (6627)

Summary: All Present

Antler List: pBasicContactMgr,pHelmIVP,pHostInfo,plLogger,pMarinePID
pNodeReporter,pShare,uFldMessageHandler ,uFldNodeBroker

MOOSDB Most Recent Events (8):

[3.02]: Resurrected: [pHostInfo]

[3.02]: Resurrected: [uFldNodeBroker]

[3.02]: Resurrected: [uFldMessageHandler]

[1.01]: Resurrected: [pBasicContactMgr]

[1.01]: Resurrected: [pShare]

[0.01]: PROC_WATCH_EVENT: Process [pBasicContactMgr] is missing.
[0.01]: PROC_WATCH_EVENT: Process [pShare] is missing.

[0.01]: PROC_WATCH_EVENT: Process [pHostInfo] is missing.

MOOS App

uSimMarine
ProcName Watch Reason  Status
p— L - 4 MOOSDB ¢

1 pBasicContactMgr ANT DB
1 pHelmIVP ANT WATCH DB
: pHostInfo ANT DB

pLogger ANT WATCH DB
: pMarinePID ANT WATCH DB
1 pNodeReporter ANT WATCH DB
1 pShare ANT DB
1 uFldMessageHandler  ANT DB
1 uFldNodeBroker ANT DB
: uSimMarine ANT WATCH DB
1
1
1
1
1

* Terminal interface provides most of what the GUI tools provide.
* Primary advantage: When a remote vehicle is not sending AppCasts to a shoreside, user can ssh into
the vehicle and launch uUMAC to debug.
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AppCast Config Warnings

* An AppCast is an instance of the AppCast C++ class.
* It contains:

uProcessWatch gilda 1/1 (150)

Conﬁg Configuration Warnings: 1
/ Warnings [1 of 1]: Unhandled config line: foobar=abracadabra
Config warnings: Run

| Runtime Warnings: 1
VVarnlngs [1]: Process [pNodeReporter] is missing.
* Usually created at -
App startup time.

Summary: AWOL: pNodeReporter

Antler List: pBasicContactMgr,pHelmIvP,pHostInfo,plogger,pMarinePID

° Unhm'-l-ed n pNQdeRe}?orter, pShare, uFldMessageHandler, uFldNodeBroker
1_|1_y uSimMarine, uXMmS
uan .
q ProcName Watch Reason Status
L 1R Wl oBasicContactMgr
messages pHelmIvP

pHostInfo

plLogger

pMarinePID

pNodeReporter MISSING
pShare ANT OK
uFldMessageHandler OK
uFldNodeBroker ANT OK
uSimMarine ANT WATCH DB OK

Most Recent Events (8):
[120.15]: PROC_WATCH_EVENT: Process [pNodeReporter] is missing.
[0.00]: Noted to be present: [pShare]
[0.00]: Noted to be present: [pLogger]
[0.00]: Noted to be present: [pBasicContactMgr]
[0.00]: Noted to be present: [pHostInfo]
.00]: Noted to be present: [uFldNodeBroker]
.00]: Noted to be present: [uFldMessageHandler]
.00]: Noted to be present: [uSimMarine]

Events
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AppCast Run Warnings

* An AppCast is an instance of the AppCast C++ class.
* It contains:

uProcessWatch gilda

Warnings [1 of 1]: Unhandled config line: foobar=abracadabra

Run Runtime Warnings: 1
Run warnings: /Warmngs [1]: Process [pNodeReporter] is missing.

Summary: AWOL: pNodeReporter

Conﬁg | Configuration Warnings: 1

* Created typically well

Antler List: pBasicContactMgr,pHelmIvP,pHostInfo,plLogger,pMarinePID

(]'F"'er launCh 'l'lme pNodeReporter, pShare, uFldMessageHandler, uFldNodeBroker
when something goes SSEEERE
Wrong. ProcName Watch Reason Status
* Limited in quantity, moetges 4
(dont want the size pHostInfo
pLogger
of an appcast to e
grow unbounded) pggdeReporter ANT o8 néII(SSING
pShare
ici FldM Handl ANT DB OK
* Provisions are made uFldNodeBroker ANT DB OK
n APPCGS'I' Viewers to B usimMarine ANT WATCH DB  OK
ensure RunWarnings e
come to the User,S [l Most Recent Events (8):
a*fenhon- [120.15]: PROC_WATCH_EVENT: Process [pNodeReporter] is missing.

[0.00]: Noted to be present: [pShare]

E t [0.00]: Noted to be present: [pLogger]

vents [0.00]: Noted to be present: [pBasicContactMgr]

[0.00]: Noted to be present: [pHostInfo]
.00]: Noted to be present: [uFldNodeBroker]
.00]: Noted to be present: [uFldMessageHandler]
.00]: Noted to be present: [uSimMarine]
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AppCast Messages

* An AppCast is an instance of the AppCast C++ class.
* It contains:

uProcessWatch gilda 1/1 (150)

Conﬁg | Configuration Warnings: 1

Warnings [1 of 1]: Unhandled config line: foobar=abracadabra
Run Runtime Warnings: 1
MGSSGgGS: Warnlngs [1]: Process [pNodeReporter] is missing.
@l Summary: AWOL: pNodeReporter
* Free In Forma:l-' UP 'I'O Antler List: pBasicContactMgr,pHelmIvP,pHostInfo,plLogger,pMarinePID
fhe user ‘I'o P|Ck ‘I‘he pNodeReporter, pShare, uFldMessageHandler, uFldNodeBroker
. . SimMarine, uXMS
information and e
layou-l-. \ ProcName Watch Reason Status
i W " General pBasicContactMgr
* Typically cleqred on messages
each generation of an pHostInfo
pLogger
OPPCOSt pMarinePID
. . pNodeReporter ANT MISSING
« Just a list of strings. pShare DB OK
uFldMessageHandler ANT DB OK
® TableS, COlumns efC. uFldNodeBroker ANT DB OK

done by the user W uSimMarine ANT WATCH DB OK

Most Recent Events (8):
[120.15]: PROC_WATCH_EVENT: Process [pNodeReporter] is missing.
[0.00]: Noted to be present: [pShare]
E t [0.00]: Noted to be present: [pLogger]
vents [0.00]: Noted to be present: [pBasicContactMgr]
[0.00]: Noted to be present: [pHostInfo]
.00]: Noted to be present: [uFldNodeBroker]
.00]: Noted to be present: [uFldMessageHandler]
.00]: Noted to be present: [uSimMarine]
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AppCast Events

* An AppCast is an instance of the AppCast C++ class.
* It contains:

uProcessWatch gilda 1/1 (150)

Conﬁg Configuration Warnings: 1
Warnings [1 of 1]: Unhandled config line: foobar=abracadabra

Run | Runtime Warnings: 1

[1]: Process [pNodeReporter] is missing.

Warnings
Summary: AWOL: pNodeReporter

Antler List: pBasicContactMgr,pHelmIvP,pHostInfo,plLogger,pMarinePID
pNodeReporter, pShare, uFldMessageHandler, uFldNodeBroker

Events: uSimMarine, uXMS
. ProcName Watch Reason Status
* Created typically :
after launch time e
when something pHostiafo
\ . ogger
“notable” happens. PMazinePID
. e . . pNodeReporter ANT MISSING
* Limited in quantity. pShare DB OK
’. H uFldMessageHandler  ANT DB OK
(d0n1. Wan‘l. fhe Size uFldNodeBroker ANT DB OK
of an appcasf to M usimMarine ANT WATCH DB  OK
grow unbounded) R R R
. . Most R t E ts (8):
Sfrir] [120.15]: PROC_WATCH_EVENT: Process [pNodeReporter] is missing.
g' [0.00]: Noted to be present: [pShare]

E t [0.00]: Noted to be present: [pLogger]
vents [0.00]: Noted to be present: [pBasicContactMgr]
[0.00]: Noted to be present: [pHostInfo]
.00]: Noted to be present: [uFldNodeBroker]
.00]: Noted to be present: [uFldMessageHandler]
.00]: Noted to be present: [uSimMarine]
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How do you make an
"AppCast-Enabled”
MOOS application?
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To implement on-demand appcasting, a few things need to be done in each application.

* Apps must register for APPCAST REQ mail.
An AppCast request will renew a token for some number of seconds
Until the token expires, the app generates an appcast repeatedly.

* Even while appcasting, the app only generates an AppCast every N secs.
The app keeps track of the last real-time appcast generation.

* Each app handles a config setting indicating whether an xterm is open.
This sefting is a global variable in the .moos config file.

‘ CMOOSApp ’
So a new generic Subcl
“AppCastingMOOSApp” | Bt
class is used: {AppCastingMOOSApp }
Minimizes boilerplate in Subclass

individual apps.

A 4

‘ Your MOOSApp ’
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Six Steps

Step 1: Subclass the AppCastingMOOSApp Superclass A

Step 2: Invoke two superclass methods in your Iterate()
>Trivial, 1-2 line changes

Step 3: Invoke a superclass method when you register variables. 2 in each case

Step 4: Invoke a superclass method during OnNewMail().

Step 5: Invoke a superclass method during OnStartUp() y

Step 6: Implement your buildReport() function. This is where you get
to be creative about
what your app reports.
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Your Class Definition

Step 1: Subclass the AppCastingMOOSApp Superclass

#include “MOOS/1ibM0O0OS/Thirdparty/AppCasting/AppCastingMOOSApp.h”
class YourMOOSApp : public AppCastingMOOSApp

{

// All your normal class declaration stuff

bool buildReport();
}i

o Ul WDN P O

The buildReport() function
is a virtual function in
the superclass. It is where
you can do the work of
constructing an AppCast.
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Modifying Your Iterate() and Registrations

Step 2: Invoke two superclass methods in your Iterate()

bool YourMOOSApp::Iterate()

{

. Updates the current MOOSTime,
AppCastingMOOSApp: :Iterate();

and # of iterations.
// Do all your normal Iterate stuff

Determines if an AppCast is
warranted, and invokes
buildReport() if so.

AppCastingMOOSApp: :PostReport();
return(true);

}i

00 ~Jo Ul WDN P O

Step 3: Invoke a superclass method when you register variables.

void YourMOOSApp::registerVariables()

{ The superclass will register
AppCastingMOOSApp: :RegisterVariables(); L LELCREL B8, sndblemElng

another app, like uMAC, is

interested in appcasts from

// Do all your other registrations —

O W DN P O
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Modifying Your OnNewMail() and OnStartUp()

Step 4: Invoke a superclass method when you handle mail.

bool YourMOOSApp::0OnNewMail (MOOSMSG LIST &NewMail)

{ The superclass will handle
AppCastingMOOSApp: :OnNewMail (NewMail); the APPCAST REQ mail.

// Do all your other normal mail handling.

U d WP~ O

Step 5: Invoke a superclass method during OnStartUp()

void YourMOOSApp::0nStartUp()

{

AppCastingMOOSApp: :OnStartUp(); The superclass will

register for APPCAST REQ,

indicating another app,

0
1
2
3
4 // Do all your other startup stuff like uMAC, is interested in
5

} appcasts from this app.
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